
Industries of Ideas: Tracing the links between investments in science, innova:on, and jobs 

We are witnessing a sea change in government spending on science and technology.  Modern industrial 
policy represents a bet on a new approach - inves:ng in ideas  - to transform the economy and create 
high wage jobs. Investments in science and technology, the scale of which has not been seen since the 
Cold War, have anecdotally had massive effects on jobs and earnings. The Ar:ficial Intelligence 
revolu:on alone has set off a gold rush – at the 2023 Supercomputer conference in Denver in October, 
one of us was told that the star:ng salaries of new Stanford PhDs in AI was $750,000 – plus stock 
op:ons. Yet firms and workers looking for data on which to base their hiring and career decisions are out 
of luck.   As the former Federal CIO and advisor to many tech companies, SuzeTe Kent, says in a related 
white paper “AI may have created one of the most fast-paced workforce shiWs in history, but reliable 
data are hard to find”[1]   

Without relevant data on the links between science and innova:on, how are governments, science 
funders, and scien:sts to make decisions about where to place their bets?  What is the theory, data, and 
evidence? The theory got a Nobel Prize in 2018.  Governments are inves:ng in people who create ideas – 
new technologies – that can be reused, which is why “the discovery of new ideas lie at center of 
economic growth…” (Charles Jones describing Paul Romer’s conceptual framework for which Romer 
received the 2018 Nobel Prize in Economics[2]).  The data seeds were sown almost two decades ago.  
President Bush’s Science Advisor, who, sensibly unconvinced of the scien:fic and prac:cal value of 
relying primarily on document-based, bibliometric approaches to studying science to understand its 
prac:cal effects, called for a “Science of Science Policy”[3].  The evidence is being built by the University 
of Michigan’s Ins:tute for Research on Innova:on and Science (IRIS) in a people-centered data 
infrastructure which draws on the original government-led STAR METRICS program, now called 
UMETRICS to reflect its university leadership [4].  The infrastructure changes the very way in which data 
are being structured – so that the relevant processes are being studied; classified – so that levels and 
trends in funding inputs and subsequent ac:vi:es can be measured and tracked; collected – so that 
ac:onable informa:on is available for mul:ple units of analysis; and analyzed – so that governments, 
science funders, and workers can make informed decisions. 

The people-centered IRIS data approach, because it is characterized by a collabora:ve, boTom up, and 
scien:fically grounded governance model, is purposefully designed both to respond to the interests of 
the relevant communi:es and be used by them. It stands in direct contrast to the current document-
centered data approach, which lacks a clear governance structure and scien:fic framework [5]. 

The framework 

The new data structure is grounded in understanding the processes by which growth through 
investments in science is generated.  These processes are fundamentally different from investments in 
capital and labor that produce physical goods and services1 that once used, cannot be reused. In 
prac:cal terms, this is why Stanford PhDs are paid so much, since the firms that hire them expect the 
transfer of their ideas to others in the firm and thus generate more revenue and growth.  An opera:onal 
data structure based on the Romer concept requires joining up the dynamic flows of all people funded 
on research grants at universi:es – the ideas workers – with the jobs they get when they move to the 
private sector.   These flows can then be used to trace their effects both on the firms at which they work 

 
1 What economists call a produc2on func2on 

https://www.aei.org/research-products/report/the-industry-of-ideas-measuring-how-artificial-intelligence-changes-labor-markets/


and the other workers at those firms – as Oppenheimer said “the best way to transmit knowledge is to 
wrap it up in a human being”[6].   
 
The classifica2on system is similarly designed to reflect current scien:fic and economic ac:vi:es. New 
technologies, such as Ar:ficial Intelligence, represent clever new ideas of how to combine exis:ng inputs 
beTer, so the clustering and measurement of ac:vi:es represent the clustering of people and the ideas 
embodied in them. The “Industries of Ideas”[7] approach being deployed by IRIS groups firms by the 
people who created and use the technologies they will adopt.  Such a classifica:on framework is a sea 
change from earlier industrial classifica:ons based on what goods are physically produced - like 
manufacturing and agriculture[8] – or by how services and goods are produced – like the delivery of 
health, financial, and investment services [9].   
 
Data collec2on is also purposefully designed to be :mely, flexible, and useful.  People-centric data 
generated by the administra:ve processes at universi:es and firms can capture the organiza:on of 
people in science at mul:ple levels (e.g. individuals, teams, projects, and ins:tu:ons), their mul:ple 
sources of funding (federal scien:fic and programma:c agencies, philanthropic founda:ons, industry, 
and state and local government), inputs into science from vendors (such as compu:ng services, 
instruments, biological specimens), as well as the dynamics of their careers across :me (individual career 
earnings and employment trajectories).  
 
Finally, data analysis is not centralized but is also boTom up, transparent, and collabora:ve.  The IRIS 
infrastructure has been developed over the past decade.  The current produc:on release reflects actual 
expenditures on more than 535,000 grants, 864,000 employees and 970,000 vendors paid by more than 
80 campuses represen:ng more than 41% of U.S. total R & D spending at universi:es[10].  IRIS, while 
hosted at the University of Michigan, has a governing board which represents its member ins:tu:ons.  
While the core of the data are the administra:ve records, the infrastructure provides  [11]   Access to the 
IRIS infrastructure is open to all collabora:ng universi:es and their approved researchers;  over 500 
researchers accessed the data for scien:fic purposes and hundreds of reports been generated for 
science funders, federal and state government agencies, and the par:cipa:ng universi:es themselves. 
 
What does this mean in prac:ce?  One of us served on the Na:onal AI Research Resources Task Force 
(NAIRR TF), charged with developing a roadmap to guide investments in AI compute and data resources 
with, inter alia, spurring  innova:on.  That lack of reliable data iden:fied by SuzeTe Kent was also 
recognized by the NAIRR TF; its final report submiTed to the President and Congress in January 2023 
incorporated the people-centered approach described here as part of its evalua:on framework[12]. 
     
Empirical implementa3on: AI and EV 

One of the use cases is the Na:onal Science Founda:on’s new Technology, Innova:on, and Partnership 
(TIP) Directorate which has funded a pilot “Industries of Ideas” project to beTer understand its regional 
technology investments.  The pilot focuses on two cri:cal and emerging technologies - AI and Electric 
Vehicles (EV) – in the state of Ohio, and is designed to scale to other technologies and states in 
subsequent stages.  It begins with linking people funded in AI and EV research in Ohio universi:es and 
links that with individual and firm level state administra:ve workforce and educa:on data at the Ohio 
Longitudinal Data Archive [13].   

As Jason Owen Smith points out in a related white paper, research communi:es form and can be 
iden:fied through field specific ac:vi:es and collabora:ons.  In the case of AI and EV for the subset of 
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IRIS universi:es, between 2001 and 2023, NSF invested $8.5 billion in about 13,000 awards to about 
3,300 principal inves:gators. [14]   The flow of funding to researchers in that field can be iden:fied 
through university administra:ve grant and award data.   For the subset of IRIS universi:es, between 
2001 and 2023, it is possible to trace the NSF investments of $8.5 billion in about 13,000 awards to 
about 3,300 principal inves:gators.    

The IRIS data then is used to capture all spending on teams: principal inves:gators, trainees like 
undergraduate and graduate students, post-docs, as well as staff clinicians, and administra:ve staff.    
Those grants support 46,385 people – or almost 15 people per PI.  Almost half of those, over 21,000, 
were graduate students. 8,300 were non-PI faculty, 8,000 were staff, almost 3,000 were undergraduates 
and 2,000 postdocs.   

Many if not most of these will not ever publish a paper or be a PI.   But working new and emerging AI 
research teaches them about applica:ons through the lens of nearly every field NSF supports.  It gives 
them access to specialized professional networks. It makes them both compe::ve for and interested in 
AI jobs.   In other words, these hitherto invisible research funded people are a key “product” of grant 
funded research and a way to iden:fy currently unmeasurable workforce effects.  

The effects on the private sector are not just the ini:al earnings of knowledge worker staff (like the 
Stanford computer science graduates!).  It is the cumula:ve knock-on effect on the earning of all workers 
in the firms who use the ideas of the knowledge workers.  Simply put, just as Oppenheimer posited and 
Romer theorized, the mobility of research funded staff helps connect the ideas workforce to the firms so 
that new technologies can be transferred to exis:ng produc:on processes. Their flows through to the full 
economy, and the transmission of their ideas, is captured when trainees and staff get jobs in the private 
sector and their earnings and employment are recorded in state administra:ve data[15].  Our back of 
the envelope es:mates from aggregate data suggest that the poten:al na:onal impact could be up to 36 
million workers in 18 sectors; a dashboard presen:ng firm and worker results for Ohio that is scalable to 
other technologies and states will be a major outcome of the two year pilot.  

Finally making science metrics more scien3fic  

The new approach to understanding the structure of data is well captured by the quote by Erwin 
Gianchandani, the TIP Assistant Director in the pilot’s press release "NSF's strategic investments in key 
technologies warrant innova:ve tools to accurately assess the impact of these investments across the 
U.S.. ..The Industries of Ideas project will develop a prototype to beTer understand the impact of NSF's 
efforts through the new TIP directorate, providing rich, descrip:ve analyses of the interplay between our 
investments and people, jobs and regional economies."[16] 

There is also a new energy around the classifica2on issues raised here: think tanks, measurement 
experts, academics, government agencies, and private sector data providers are considering new 
approaches to measurement as evidenced by this workshop.   

There is new engagement around data collec2on and analysis.  One is the recently introduced bipar:san 
HR 6655 Reauthoriza:on Bill “A Stronger Workforce for American Act”.  That bill specifically calls out 
funding Workforce Data Quality Ini:a:ve grants to improve state workforce data capabili:es by fostering 
cross-state collabora:on, improving the :meliness and relevance of labor market data, suppor:ng the 
adop:on of creden:al naviga:on tools, and advancing the use of evidence and data to drive decision-

https://www.nsf.gov/awardsearch/showAward?AWD_ID=2332572&HistoricalAwards=false
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making.[17]  As noted by Adam Leonard in one of the white papers for this workshop, regional mul:-
state data collabora:ves provide a basis for state educa:on and workforce agencies to contribute data 
and produce new products[18].  The UMETRICS data are increasingly being used for both training and 
research.[19-22]  

In sum, this new approach to construc:ng data on the links between science and innova:on, so urgently 
needed if governments, science funders, and scien:sts are to make decisions about where to place their 
bets, is in place.   The theory, data, and evidence can now inform understanding of the impacts of 
countries’ vast investments in AI research – and research in many other fields. 
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